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Project: BigData approach for the analysis of honeybee behavior 
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Context: 
Honey Bees exhibit highly complex behavior and are vital 
for our agriculture. Due to the rich social organization of 
bees, the overall performance and health of a bee colony 
depends both on a successful division of labor among the 
bees and on adequate reaction to the environment, which 
involves complex behavioral patterns and biological 
mechanisms. Much remains to be discovered on these 
matters as research is currently limited by our ability to 
effectively collect and analyze individual’s behavior at large 
scale. The technology developed in this project will enable 
us to study the individual behavior of thousands of bees 
over extended periods of time by using video and sensors 
to track them in front of their colony.  

 
 
Opportunities for research assistants: 
The project provides opportunities to work on various topics, according to the skills and motivation of 
the students interested: 
- Computer vision: automatic analysis of video data (bee tracking, activity recognition…) 
- Webapp development: app to crowd-source data analysis, client and server side components 
- Scientific visualization: display of bees’ activities, interactive exploration of data 
- High Performance Computing: deployment of computations on GPU node equipped with state-of-
the-art NVIDIA Tesla cards and on linux clusters… 
- Data Mining: explore and identify patterns in the long-term behavior of the bees 
 

Send us an email, join the team ! 
 
 
Contacts: 
PI: Rémi Mégret   remi.megret@upr.edu  
Computer Science Department, University of Puerto Rico, Río Piedras campus 
Web: http://ccom.uprrp.edu/~rmegret   
Co-PI: Edgar Acuña   edgar.acuna@upr.edu 
Mathematical Sciences Department, University of Puerto Rico, Mayagüez campus 

 

This project is supported by the 
National Science Foundation 

under Grant No. 1707355 

Example of honeybees video captured  
24/7 by the camera in front of the colony 



Some results so far: 
 

  
Large-scale recording of bee activities 24/7 using cameras and sensors 

 

 
Automatic detection of tagged bees and crowd-sourcing of the annotation of behavior using Flask+JS WebApp 
hosted at the UPR High-Performance Computing facility accessing several months of videos (1.2TB of data). 
 

  
(left) Automatization of the tracking and (middle) recognition of pollen bearing bees using Machine Learning 
and Deep Neural Networks. (right) Actogram used to detect patterns of behavior. 
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Figure 13. Selection of predicted results using the best 1-layer CNN. First row: most confident true positives. Second row: most confident
true negatives. Third row: all 10 misclassified samples. The title of each image in of the form PredictedScore/TrueClass, with 0=NoPollen,
1=Pollen and a cut-off at 0.5.

field.
In order to evaluate how to improve the performance and

applicability in the field, it is therefore an interesting ques-
tion for future work, how larger-scale datasets with good
quality annotation could be created by leveraging the clas-
sifiers proposed in this study and automatized collection and
validation of bee images.
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(a) Bee 8, monitor 41.
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(b) Bee 8, monitor 41.
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(c) Bee 31, monitor 24.
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(d) Bee 31, monitor 24.

Fig. 2. Actograms and time series plot for bee 8(plots a and b) from monitor 41 and bee 31(plots c and d) from monitor 24, using time intervals of 15
minutes at 35�C of temperature.

B. Periodogram analysis

We then perform an analysis of the periods of bees 8 and
31 of monitors 41 and 24 respectively, in their stability time
in order to find their period of activity (periodic cycle). In
the Fig. 4(a), we show the graph of the periodogram for the
bee 8 of monitor 41. In this graph, we find that the periodicity
detection is significant at peak value 80.41, which occurs at the
sub-sequence xtstable ,xtstable+1 , . . . ,xn�1,xn this is the final part
of original series x1,x2, . . . ,xn. The highest significant value
of the periodogram (80.41), corresponds to periodic cycle of
26.4 hours ⇡ 1.1 days. This means, it takes a 26.4⇥15= 105.6
time periods (each one of 15 minutes) for a complete cycle.
In the same way, in the Fig. 4(b), we have the periodogram
for time tstable = 10; time at which the detection of periodicity
is significant. Carrying out an analysis similar to the previous
one, we have that the period for the bee 31 of monitor 24 is
21.6 hours ⇡ 0.9 days.

C. Functional splines curves of p-values

It is clear that to make increases on the series, and as-
suming that each bee stabilizes its rhythm of activity as
time passes, we can expect the convergence of the series

of p-values. According to this, the interpolation problem of
pvalues points described by the p-values of the periodogram
of each subseries, is guaranteed by the cubic interpolation;
but it is not enough to obtain a smooth monotone decreasing
curve; therefore, monotonous cubic spline interpolation [4] is
used, and in this way ensure that the obtained curve fits the
phenomenon described in the problem. The sequence of 28 p-
values, corresponds to the periods of increments in the series
of Xt , modeled by monotonic cubic splines with 5 nodes. Each
curve fi, shows the stability of the activity rhythm of the bee
i = 1,2, . . . ,128, in all monitors through time. This is for both
temperatures i.e, for all 256 bees of the 8 monitors (4 monitors
at 25�C and 4 at 35�C). Fig. 5 shows all 32 bees of monitor
41 with their respective spline curves for the p-values series.

D. Periodicity start time

Each curve, in Fig. 5, were modeled using monotonic cubic
splines with 5 nodes using the series of p-values. Note that
curves with a greater slope (speed) at each time (as bee 8 of
monitor 41 in Fig. 3(a)), characterize to bees that start their
periodic cycle earlier than bees whose slope of the curve is
smaller; as is the case with the bee 31 of monitor 24 (see
Fig. 3(b)). Let’s see the idea in more detail. Be the curve fi,
which models the series pt(i) = (p1, p2, . . . , pk) of p-values of
the bee i; then,


